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Abstract. In this paper we address traffic engineering problems for wireless communications by proposing a practical technique to construct a DBMAP-based model equivalent to an IPP-based model. On the one hand, IPP-based (ON-OFF) models are widespread in practice to simulate the application layer traffic in wireless networks. On the other hand, DBMAP-based models are backed by the developed matrix-analytic methods. The derived model is easy to use and allows to apply matrix-analytic methods in the performance evaluation of the emerging networking technologies.
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1 Introduction and Background

Recent advances in wireless communications and the proliferation of networking technologies dictate the need for their deeper and more accurate performance evaluation. Practically, both emerging and existing telecommunication services, including voice, video and data, demand the respective quality of service (QoS) guarantees. To ensure that the adequate QoS is reached it is often required to analyze and simulate the considered communication system. Networking standards traditionally define the physical (PHY) and the Media Access Control (MAC) system layers, but leave out of scope the properties of the upper layers. Therefore, the choice of an adequate traffic model to evaluate the QoS performance of a wireless network is a challenging task [1].

Many research works address the derivation of an appropriate traffic model. In particular, empirical models to mimic the behavior of particular upper layer protocols are known. In [2] a statistics-based model of the widespread Hypertext Transfer Protocol (HTTP) is constructed. It can be used to reproduce the corresponding network traffic. Another example of more sophisticated wireless environment is given by [3]. The model enables user mobility, which increases its
practical relevance. Peer-to-peer traffic model is discussed in [4], where the realistic packet traces have been analyzed. However, these models strongly depend on the initial statistics and the selected simulation scenario and could not serve as a generic simulation methodology.

The development of more versatile traffic models that could be used in a multitude of MAC/PHY simulation scenarios has been pursued by [5] as an extension of the author’s earlier document [6]. The models adopt the Interrupted Poisson Process (IPP) and the superposition of several IPPs to produce typical Ethernet and Internet traffic over a wireless network. The resulting ON-OFF model is scalable, easy to use and is reported to provide accurate results. For the above reasons the IPP-based ON-OFF model was proposed for the prominent IEEE 802.16 [7] networking standard. This model has later been enhanced in [8] for the future version of the standard, which is about to be finalized. The use of the ON-OFF model for the performance evaluation of the IEEE 802.16 sleep mode mechanism was demonstrated by [9] and also for the end-to-end delay evaluation of IEEE 802.11 standard by [10].

The wide recognition of the ON-OFF traffic models is confirmed by both their acceptance as a part of the most recent IEEE 802.16 evaluation methodology [11] and long-run WiMAX Forum approval [12]. These models are also used by the 3rd Generation Partnership Project 2 (3GPP2) [13]. All the above makes their necessity for wireless system simulation doubtless. The IPP-based ON-OFF models form an important group of traffic models according to the classifications in [14], [15] and [16], being a useful special case of more general Markov Modulated Poisson Process (MMPP) models. In turn, MMPP is a subclass of Batch Markovian Arrival Process (BMAP), which has been extensively analyzed and thus provides a more comprehensive traffic model, while still preserving the analytical tractability [17].

The BMAP was first introduced in [18] and later used by [19] and [17] to model the IP network traffic with variable packet length. In [20] a more transparent and consistent notation was proposed and BMAP was renamed to become the Discrete-time Batch Markovian Arrival Process (DBMAP). The use of DBMAP for the joint consideration of IP packet length and packet arrival times was addressed by [21]. Many well-known arrival processes are shown to be the special cases of the DBMAP, including the Bernoulli arrival process, the Markov Modulated Bernoulli Process (MMBP), the batch Bernoulli process with correlated batch arrivals and others [22]. Layered video traffic, such as MPEG-4, could be modeled by DBMAP as shown in [23], [24] and [25]. A DBMAP model of H.264/SVC scalable video is constructed in [26].

The applicability of the DBMAP-based models, however, is not limited to the IP traffic and video applications. In [27] and [28] useful analytical models of IEEE 802.16 sleep mode mechanism operation with DBMAP arrivals were proposed. The MAC layer collision resolution algorithms with DBMAP input traffic were investigated in [29], [30] and [31]. Additionally, some papers, e.g. [32], [33], [34] and [35], analyze DBMAP variations, as well as Markovian Arrival Processes (MAPs) in the framework of the matrix-analytic theory.
Unfortunately, the aforementioned analytical results so far have limited value for the real-world communication systems due to the gap between the complicated arrival processes under consideration and the simpler models, that are proposed for the performance evaluation of the actual networking standards by [11], [12] and [13]. In this paper we fill in this gap by proposing a simple technique to construct a DBMAP that closely corresponds to a practical IPP-based ON-OFF model. Therefore, the existing matrix-analytic results could be applied directly to evaluate the QoS performance of the practical wireless communication systems, such as IEEE 802.16, IEEE 802.11 and 3GPP Long Term Evolution (LTE).

The rest of the paper is structured as follows. Section 2 describes known traffic models for wireless communication networks and shows different approaches to traffic modeling. In Section 3 we describe an important class of the DBMAP processes, for which strong analytical results are known. Section 4 demonstrates a simple approach to construct an equivalent DBMAP-based model for the well-known realistic IPP-based model. Finally, Section 5 establishes the similar performance of both existing and constructed models and Section 6 concludes the paper.

2 Traffic Models Description

As discussed in Section 1, the construction of an adequate traffic model is an important task in the performance evaluation of wireless communication networks. The behavior of the developed model should mimic the behavior of the realistic networking traffic.

We consider the HTTP traffic model recommended by [11], [12] and [13]. An example of the packet distribution during an HTTP session is presented in Fig. 1. The typical session is observed as a sequence of distinct ON and OFF periods during which the traffic is produced and not produced, respectively.

The durations of ON and OFF periods are distributed exponentially in a way that the mean duration of the ON period is \(1/C_1\) and the mean duration of the OFF period is \(1/C_2\). The probability that the model is in the ON state is

\[ P_{ON} = \frac{C_2}{C_1 + C_2}. \]
Similarly, the probability that the model is in the OFF state is

\[ P_{OFF} = \frac{C_1}{C_1 + C_2}. \]  

(2)

As mentioned above, the ON-OFF traffic model is also known as the IPP [5]. The latter is a Markov chain with two states as depicted in Fig. 2. The chain is fully described by three parameters: the transition probability rate from the OFF state to the ON state, the packet arrival rate in the ON state and the transition probability rate from the ON state to the OFF state. The transition probability rate is defined as the number of transitions from a state to another per a unit of time.

![Fig. 2. Generic ON-OFF model](image)

According to Fig. 2 the value of \( C_1 \) is the transition probability rate between the ON and OFF states, \( C_2 \) is the similar transition probability rate in the opposite direction. Being in the ON state the model generates data packets according to the Poisson distribution with the arrival rate of \( \lambda_{ON} \). Therefore, the packet inter-arrival time is distributed exponentially according to the distribution function

\[ F(t) = 1 - e^{-\lambda_{ON}t}. \]  

(3)

More advanced traffic models include the superposition of several IPPs, where each IPP has different parameters. The conventional notation here is to add the number of processes in the superposition before the name of the model. For instance, the 4IPP model corresponds to the combination of four interrupted Poisson processes. In what follows we concentrate on the case of the 1IPP traffic model for the sake of simplicity, which corresponds to the individual subscriber Internet scenario. The below table lists the parameters of such a model according to [5].

The parameters given in the table are normalized and should be scaled for a particular traffic arrival rate. For example, consider the target simulated traffic arrival rate of 50 Kbps. According to the previous research by Telcordia and Lawrence Berkeley Labs the average packet length is 192 bytes or 1536 bits [5]. Therefore, the number of packets per second equals to \( \frac{50000}{1536} = 32.552 \). Next we obtain the number of time_units in a second as \( \frac{32.552}{0.7278} = 44.7266 \)
IPP model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival rate in the ON state $\lambda_{ON}$, packets/time unit</td>
<td>1.698</td>
</tr>
<tr>
<td>$C_1$, transitions/time unit</td>
<td>$1.445 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>$C_2$, transitions/time unit</td>
<td>$1.084 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>Averaged arrival rate $\lambda$, packets/time unit</td>
<td>0.7278</td>
</tr>
</tbody>
</table>

Finally, to establish the sought parameters of the traffic model that gives the arrival rate of 50 Kbps one should multiply all the values in the above table by the scaling factor of 44.7266.

The considered IPP model could be further generalized to a MMPP model subject to the higher number of states and different arrival rates corresponding to a state [14].

3 DBMAP Description

In this section we formally introduce the DBMAP and its main parameters. Consider the time axis, which is broken into equal time intervals called slots. We enumerate the slots with natural numbers and the slot number $t$ corresponds to the time interval $[t-1, t)$. For simplicity we refer to the slot number $t$ as to the slot $t$ in what follows. Consider also a stochastic process with the discrete state space, which we denote as $S$. Each slot $t$ is put into one-to-one correspondence with a state from the considered state space: $S_t \in S$. On the other hand, each slot $t$ is put into one-to-one correspondence with an integer non-negative number $X_t$, which is the number of new packet arrivals during the slot $t$. We note that subject to such a discretization the arrival times of the $X_t$ packets could not be distinguished.

Denote the probability of $n$ new arrivals during the slot $t$ and the transition of the considered stochastic process from state $i$ to state $j$ in the end of the slot $t$ as follows:

$$\Pr\{X_t = n, S_{t+1} = j | S_t = i\} \triangleq b_{ij}(n). \quad (4)$$

For each value of $n$ a corresponding matrix $B_n = \{b_{ij}(n)\}$ could be derived. In the most general case the number of new arrivals $n$ during a slot is unbounded. This corresponds to the case of infinitely-many matrices $B_n$. The described process $\{X_t, S^t\}$ is named DBMAP in [20]. This process is fully described by a set of matrices $B_n$ for all possible values of $n$. Below we introduce the main DBMAP-related definitions.

Consider a matrix $B$, which is obtained as the sum of matrices $B_n$ composed of the elements (4) for all possible values of $n$:

$$B \triangleq \sum_{n=0}^{\infty} B_n. \quad (5)$$
Then each element of the matrix \( B \) is the probability of a transition by the process \( \{S^t\} \) from the state \( i \) to the state \( j \) in the end of the slot \( t \):

\[
b_{ij} = \Pr\{S^{t+1} = j | S^t = i\}.
\] (6)

We assume that the matrix \( B \) composed of the elements (6) is aperiodic and irreducible. Such matrices are often referred to as primitive [30]. Similarly, a DBMAP process that corresponds to a primitive matrix \( B \) is called primitive DBMAP. For the sake of simplicity we restrict our explorations to the case of the primitive DBMAPs.

We introduce the important characteristics of the primitive DBMAPs. Consider the mean number of new packet arrivals in the state \( i \) during a slot:

\[
\lambda_i \triangleq \sum_n n \sum_j b_{ij}(n).
\] (7)

Accounting for the fact that the process \( \{S^t\} \) is ergodic, we introduce the stationary probability \( p_i \) of finding the process \( \{S^t\} \) in the state \( i \) conditioning on the fact that in the initial slot the process started from the state \( j \):

\[
p_i \triangleq \lim_{t \to \infty} \Pr\{S^t = i | S^1 = j\}.
\] (8)

Therefore, the mean number of new packet arrivals during a slot could be considered, which we refer to as the mean traffic arrival rate:

\[
\lambda \triangleq \sum_i \lambda_i p_i.
\] (9)

In practice the mean traffic arrival rate could be calculated as the number of newly arrived packets during some sufficiently long interval \( T \) related to the duration of this interval, that is:

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} X^t = \lambda.
\] (10)

As discussed in Section 1 the DBMAPs are widely used for many practical tasks, including the following. Consider a continuous-time process of packet generation, when packets arrive after intervals \( T^{(1)}, T^{(2)}, \ldots, T^{(k)}, \ldots \) (see Fig. 3). Assume that the durations of the intervals \( T^{(1)}, T^{(2)}, \ldots, T^{(k)}, \ldots \) are independent and identically distributed (i.i.d.) random variables. The task is to construct an equivalent DBMAP-based description of the considered packet arrival process. We address this task in the rest of the text.

4 DBMAP-based Model Construction

In this section we construct a DBMAP-based model described in Section 3 corresponding to the realistic IPP-based traffic model recommended by [11], [12]
and [13]. We remind that an IPP-based model is characterized by three parameters: $C_1$, $C_2$ and $\lambda_{ON}$. The probability that the ON period duration $T_{ON}$ exceeds a threshold value of $\tau$ is calculated as

$$\Pr\{T_{ON} > \tau\} = e^{-C_1 \cdot \tau}.$$  

(11)

The corresponding probability for the OFF period is

$$\Pr\{T_{OFF} > \tau\} = e^{-C_2 \cdot \tau}.$$  

(12)

The mean durations of the ON and the OFF periods are equal to $E[T_{ON}] = 1/C_1$ and $E[T_{OFF}] = 1/C_2$, respectively. We note that the IPP-based model is a continuous-time model, whereas the DBMAP-based model is a discrete-time model. In order to perform the discretization of the IPP the time axis should be slotted. Fig. 4 shows a Markov chain with transition probabilities that correspond to the considered case. We assume that the IPP state cannot change within a slot duration, which holds only for the sufficiently small slot sizes.

According to the DBMAP description in Section 3, it is fully described by a set of matrices $B_n$. In the considered case the size of the matrices is $2 \times 2$. Their elements are obtained as follows:
\[
\Pr\{X^t = n, S^{t+1} = ON | S^t = ON\} = \frac{\lambda_{ON} \cdot e^{-\lambda_{ON} \cdot e^{-C_1}}}{n!} \cdot e^{-\lambda_{ON} \cdot e^{-C_1} \cdot (1 - e^{-C_2})}.
\]
\[
\Pr\{X^t = n, S^{t+1} = ON | S^t = OFF\} = \frac{\rho_{N} \cdot e^{-\lambda_{ON} \cdot (1 - e^{-C_1})}}{n!} \cdot e^{\rho_{N} \cdot (1 - e^{-C_1})}.
\]
\[
\Pr\{X^t = n, S^{t+1} = OFF | S^t = ON\} = 1 \cdot (1 - e^{-C_1}), \quad n = 0.
\]
\[
\Pr\{X^t = n, S^{t+1} = OFF | S^t = OFF\} = 0, \quad n \neq 0.
\]
\[
\Pr\{X^t = n, S^{t+1} = OFF | S^t = OFF\} = 0, \quad n \neq 0.
\]

Now in order to write the set of matrices \( B_n \) explicitly one should substitute the values of \( n \) (in the most general case ranging from 0 to \( \infty \)) and calculate the respective elements. Below we illustrate the general structure of these matrices:

\[
B_0 = \begin{bmatrix}
\lambda_{ON} \cdot e^{-\lambda_{ON} \cdot e^{-C_1}} & e^{-\lambda_{ON} \cdot e^{-C_1} \cdot (1 - e^{-C_2})} \\
0 & e^{-C_2}
\end{bmatrix}.
\]

\[
B_1 = \begin{bmatrix}
\lambda_{ON} \cdot e^{-\lambda_{ON} \cdot e^{-C_1}} & \lambda_{ON} \cdot e^{-\lambda_{ON} \cdot e^{-C_1} \cdot (1 - e^{-C_1})} \\
0 & 0
\end{bmatrix}.
\]

\[
B_2 = \begin{bmatrix}
\frac{\lambda_{ON}^2}{2} \cdot e^{-\lambda_{ON} \cdot e^{-C_1}} & \frac{\lambda_{ON}^2}{2} \cdot e^{-\lambda_{ON} \cdot e^{-C_1} \cdot (1 - e^{-C_1})} \\
0 & 0
\end{bmatrix}.
\]

From the DBMAP properties (7)-(9) it follows that:

\[
\lambda_1 = \lambda_{ON}; \quad \lambda_2 = 0; \quad \lambda = \frac{\lambda_{ON} \cdot (1 - e^{-C_2})}{2 - e^{-C_1} - e^{-C_2}}; \quad (16)
\]
\[
p_1 = \frac{1 - e^{-C_2}}{2 - e^{-C_1} - e^{-C_2}}; \quad p_2 = \frac{1 - e^{-C_1}}{2 - e^{-C_1} - e^{-C_2}}.
\]

5 Numerical Results

In this section we conduct the performance evaluation of the DBMAP-based traffic model constructed in Section 4. This discrete-time model is equivalent to the continuous-time IPP model proposed for HTTP traffic simulation in the IEEE 802.16 wireless networks [11]. In order to compare the IPP and the DBMAP input sources we consider the simplest queueing system with the deterministic service time. Therefore, for the discrete case we have a DBMAP/D/1 queue. We assume that the service time is equal to an IEEE 802.16 frame duration (5 ms). In order to use the expressions (13)-(15) and establish the set of matrices \( B_n \) we also make the slot length equal to an IEEE 802.16 frame.

In Fig. 5 we plot the simulated average packed delay for IPP and DBMAP traffic models. The bottom axis ranges possible packet arrival rates. We note that the delay for both models is approximately the same, except for some discrepancy in the near-critical region, which however falls into the confidence interval.
Fig. 5. Packet delay comparison

We further investigate the delay distribution for the intermediate normalized packet arrival rate of 0.5. Fig. 6 demonstrates the empirical Probability Density Function (PDF), which verifies that the delay distributions for both traffic models are very close.

Finally, we also show the empirical Cumulative Distribution Function (CDF) in Fig. 7 to confirm that the IPP and the DBMAP input sources demonstrate similar delay performance.

6 Conclusion

In this work we have conducted a survey of existing traffic models for emerging wireless communication systems. It indicated that there is a disproportion between the models proposed by the standardization bodies and the models that are analyzed in the scientific literature. While the former are often analytically intractable, the latter have limited practical relevance. We fill in this gap by proposing a simple technique to construct a model, which is based on the discrete-time batch Markovian arrival process from the realistic model, which is based on the continuous-time interrupted Poisson process. We also verify that the models demonstrate similar performance in the framework of a simple queueing system. The constructed model shows an example of how the existing theory behind the DBMAP processes could be used to assist the performance evaluation of the real-world networking technologies.

Experimental traffic generation models are generally continuous-time and thus their analysis is somewhat complicated. At the same time, the theory behind the discrete-time processes is much more developed. Therefore, it is important to construct a discrete-time model equivalent to an experimental continuous-time model. In this paper we present such a construction mechanism.
Fig. 6. Empirical PDF of packet delays
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